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Automatic Resolution Control, consisting of an a-posteriori error estimate and a local
adjustment of the discretisation scheme, aims at producing a numerical solution of pre-
scribed accuracy with minimum computational effort. In this paper, two a-posteriori error
estimates concentrating on the absolute error levels are presented. The Taylor Series Error
Estimate is based on a single-grid Taylor series truncation error analysis. The Moment
Error Estimate is derived from the balance condition for the higher moments of the trans-
ported variable. Two error estimates are validated on two test cases with analytical
solutions, where they typically bound the exact error.

1. INTRODUCTION

Numerical solutions of fluid flow and heat transfer problems generally include
three groups of errors [1]:

Modeling errors, defined as the difference between the actual flow and the exact
solution of the mathematical model describing the behavior of the system in
terms of coupled partial differential equations. For laminar flows, the mathemat-
ical model (Navier-Stokes equations) can be considered exact for engineering
purposes; in turbulent, two-phase or reacting flows, the additional models do
not always describe the underlying physical processes accurately and thus intro-
duce potentially high modeling errors.

The second group of errors originates from the method used to solve the mathemat-
ical model. Discretization errors describe the difference between the exact solu-
tion of the system of algebraic equations obtained by discretizing the
governing equations and the (usually unknown) exact solution of the mathemat-
ical model. Discretization errors depend on the accuracy of the equation dis-
cretization, as well as the discretization of the solution domain.
The system of algebraic equations constructed by discretization is usually solved with an iterative solver. The difference between the approximate and the exact solutions of the system is described by convergence errors. Errors caused by equation linearization or incomplete convergence over the set of coupled equations are also included here. Convergence errors can typically be reduced to an arbitrary level.

Early efforts in error detection for the finite-volume method (FVM) have been directed toward the problems with discontinuous solutions, such as multiple shock structures in supersonic flows [2–4]. Here, the solution has some distinct features that can be recognised by large gradients in flow variables. Combinations of gradients of flow variables are called error indicators and do not provide information about the absolute error level. A relatively wide selection of error indicators and the associated refinement procedures has been reported to date [5–12]. In problems with smooth solutions, the error cannot be controlled by an error indicator, as the presence of high gradients can be successfully rectified with mesh refinement. Additionally, refinement needs to be stopped when the desired accuracy is reached. Examples of error estimates that concentrate on the actual discretization error rather than the regions of high gradients can be found in, e.g., [13–24].

The ultimate purpose of an a-posteriori error estimate is to control an error-driven adaptive refinement algorithm in order to produce automatically a solution of prespecified numerical accuracy. A good error estimate therefore has the following properties: (1) the error is given in terms of the absolute error value;
(2) it provides reliable information about the distribution of the error; (3) it works well on coarse meshes; (4) scales correctly with the order of discretization and mesh size; (5) it is based on the local solution and mesh information and is cheap to compute; (6) it is applicable to all degenerate forms of the transport equation (elliptic, convection- or source-dominated problems); (7) it is asymptotically exact, i.e., it tends to the “exact” error faster than the solution tends to the exact solution; (8) it detects both the errors resulting from insufficient mesh resolution and the discretization errors from other sources (e.g., mesh quality, numerical diffusion); and (9) it modestly overestimates the actual error. Some of these properties are very difficult to achieve and some are even contradictory; the two error estimates presented here are a compromise between the requirements suggested above.

In this article we shall examine the problem of a-posteriori error estimation for the FVM. In order to understand the basics of the proposed error estimates, a short outline of the second-order-accurate FV discretization on arbitrarily unstructured meshes will be given [25]. Using this as a basis, two novel a-posteriori error estimates will be derived, namely, the Taylor series error estimate (TSEE), based on the Taylor series truncation error analysis (Section 3.2), and the moment error estimate (MEE), based on the higher moment balance (Section 4). The error estimates will be validated on two test cases with analytical solutions in Section 5, allowing us to compare the estimated and exact error levels.

In order to somewhat simplify the derivation of the error estimates and provide a complete picture of their accuracy, the rest of this article will concentrate only on the spatial component of the error. The extension of both error estimates to transient flows is relatively straightforward, but, as this should be accompanied by several illustrative examples, will be described separately.

2. FINITE-VOLUME DISCRETIZATION

The discretization error depends on the applied discretization method, and it is therefore necessary to examine the basis of the discretization to be able to estimate the error correctly. A short outline of the FV discretization on arbitrarily unstructured meshes [25] is therefore given before we examine the options on error estimation.

Consider the standard form of a steady-state transport equation for a general tensorial property of $\phi$:

$$\nabla \cdot (u \phi) - \nabla \cdot (\gamma \nabla \phi) = S_\phi(\phi)$$  \hspace{1cm} (1)

where, for convenience, the source term is linearized in the following way:

$$S_\phi(\phi) = S - L \phi$$  \hspace{1cm} (2)

In shortest terms, the FV discretization uses the integral form of the above equation,

$$\int_{V_P} \nabla \cdot (u \phi) \, dV - \int_{V_P} \nabla \cdot (\gamma \nabla \phi) \, dV = \int_{V_P} S_\phi(\phi) \, dV$$  \hspace{1cm} (3)

over the control volume (CV) around the point $P$, located in its center, Figure 1.
A second-order-accurate approximation of the integrals in Eq. (3) is obtained by assuming a linear variation of $\phi$ around $P$:

$$\phi(x) = \phi_P + (x - x_P) \cdot (\nabla \phi)_P$$

(4)

where

$$\phi_P = \phi(x_P) \quad (\nabla \phi)_P = \nabla \phi(x_P)$$

(5)

This is the major source of numerical errors. If a better solution is needed, CVs should be subdivided such that the assumption of linear variation becomes acceptable.

When Eq. (4) is used to evaluate the integrals in Eq. (3), the following form of the discretized transport equation is obtained:

$$\sum_f F_f \phi_f - \sum_f \gamma_f s \cdot (\nabla \phi)_f = SV_P - LV_P \phi_P$$

(6)

where $f$ represents the cell face (and face interpolate) and $s$ is the outward-pointing face area vector (with regard to $P$) between cells $P$ and $N$. The face values of $\phi$ and $s \cdot \nabla \phi$ are calculated as follows:

$$\phi_f = f_x \phi_P + (1 - f_x) \phi_N$$

(7)

$$s \cdot (\nabla \phi)_f = |\Delta| \frac{\phi_N - \phi_P}{|d|} + k \cdot (\nabla \phi)_f$$

(8)

where $P$ and $N$ are the points around the face $f$, $f_x$ is the interpolation factor, and $\Delta$ and $k$ represent the nonorthogonal decomposition [25] of $s$ such that

$$s = \Delta + k$$

(9)

$F$ in Eq. (6) is the face convection flux which satisfies the continuity constraint (if any):

$$F = s \cdot u_f$$

(10)
The cell gradients of \( \phi \) are calculated using the generalized Gauss’ theorem in its second-order-accurate discretized form:

\[
\int_V \nabla \phi \, dV = \oint_{\partial V} ds \, \phi = \frac{1}{V_P} \sum_f s \phi_f
\]  

(11)

Combining Eqs. (6), (7), (8), (10), and (11), an algebraic equation is obtained for each CV:

\[
a_P \phi_P + \sum_N a_N \phi_N = R_P
\]  

(12)

thus creating a system of algebraic equations,

\[
[A] [\phi] = [R]
\]  

(13)

where \([A]\) is a sparse matrix, \([\phi]\) is the vector of \( \phi \)s for all CVs, and \([R]\) is the right-hand-side vector.

3. TAYLOR SERIES TRUNCATION ERROR ANALYSIS

The first group of error estimates is based on the Taylor series analysis of the solution, where the discretization process is considered as a truncation of the infinite series. The truncated form of the Taylor expansion at the point \( P \) is used to describe the solution over the CV surrounding it [see Eq. (4)] and the complete solution is created as a union of these locally defined “shape functions.”

Consider the Taylor series expansion in space of a function around \( P \):

\[
\phi(x) = \phi_P + (x - x_P) \cdot (\nabla \phi)_P + \frac{1}{2} (x - x_P)^2 : (\nabla \nabla \phi)_P  \\
+ \frac{1}{3!} (x - x_P)^3 \cdot \cdot \cdot (\nabla \nabla \nabla \phi)_P  \\
+ \cdots + \frac{1}{n!} (x - x_P)^n \underbrace{\cdots \cdots (\nabla \cdots \cdots \nabla \phi)}_n_P + \cdots
\]  

(14)

Here, \((x - x_P)^n\) represents the \( n \)th tensorial product of the vector \((x - x_P)\) with itself, producing an \( n \)th-rank tensor. The operator \( \underbrace{\cdots \cdots}_{n} \) is the \( n \)th inner product of two \( n \)th-rank tensors, creating a scalar.

A \( p \)th-order-accurate discretization method describes the local variation of \( \phi \) with the first \( p \) terms of the Taylor series. The discretization error can therefore also be expressed as an (infinite) series in higher derivatives of \( \phi \):

\[
e(x) = \Phi(x) - \phi(x) = \sum_{n=p}^{\infty} \frac{1}{n!} (x - x_P)^n \underbrace{\cdots \cdots (\nabla \cdots \cdots \nabla \phi)}_n_P
\]  

(15)
where $\Phi(x)$ is the exact solution. The error estimate is therefore

$$
e_t(\phi) = \left| \frac{1}{V_p} \int_V \left[ \sum_{n=p}^{\infty} \frac{1}{n!} (x - x_P)^n (\nabla \cdot \cdots \cdot \nabla \phi) \right] dV \right|
$$

$$\leq \frac{1}{V_p} \sum_{n=p}^{\infty} \left| \int_{V_p} \left( \frac{1}{n!} (x - x_P)^n (\nabla \cdot \cdots \cdot \nabla \phi) \right) dV \right|$$

(16)

If the exact solution $\Phi(x)$ is smooth and the CV is small, contributions from higher terms of the expansion in Eq. (16) decrease rapidly with increasing $n$. Thus, the error estimate uses only the first term of the expansion, which after some rearrangements reads:

$$
e_t(\phi) = \frac{1}{V_p} \frac{1}{p!} \left| \int_{V_p} (x - x_P)^p dV \right| \left( \nabla \cdot \cdots \cdot \nabla \phi \right)$$

(17)

If the mesh is too coarse (i.e., the solution is not smooth on the mesh scale), the contribution of higher-order terms can be significant and Eq. (17) underestimates the error.

For second-order-accurate FV discretization, the prescribed spatial variation of $\phi$ over the CV is linear, Eq. (4), and the error estimate is

$$
e_t(\phi) = \frac{1}{V_p} \frac{1}{2} \left[ \int_{V_p} (x - x_P)^2 dV \right] : (\nabla \phi)_p = \frac{1}{2V_p} |M : (\nabla \phi)_p|$$

(18)

where $M$ in Eq. (18) is the second geometric moment tensor for the CV:

$$M = \int_{V_p} (x - x_P)^2 dV$$

(19)

The error from Eq. (18) can be estimated in several ways. The first is the well-established Richardson extrapolation [15, 17, 21, 23, 24], which uses numerical solutions from two meshes with different spacings. The new error estimate, presented in Section 3.2, estimates the error from a single solution by evaluating Eq. (18) directly.

### 3.1. Richardson Extrapolation

The basic idea of Richardson extrapolation is to obtain an approximation of the leading term in Eq. (17) from suitably weighted solutions on two meshes with different spacings [26, 27].

The spatial variation of the exact solution on meshes with spacing $h_1$ and $h_2$ can be written symbolically as [26]

$$\Phi(x) = \phi(x, h_1) + h_1^p C(x) + O(x, h_1^q)$$

(20)

$$\Phi(x) = \phi(x, h_2) + h_2^p C(x) + O(x, h_2^q)$$

(21)

where $\phi(x, h_i)$ is the approximate solution on the mesh with spacing $h_i$, $h_i^p C(x)$ is the leading term of the truncation error, $h$ is the local linear mesh size, $p$ is the order of discretization, and $O(x, h_i^q)$ is the remainder of the truncation error. From Eqs. (20)
and (21), $C(x)$ is approximated as

$$C(x) = \frac{\phi(x, h_2) - \phi(x, h_1)}{h_1^p - h_2^p}$$  \hspace{1cm} (22)

This can be used to improve the fine-mesh solution $\phi(x, h_2)$ using Eq. (21). The improved ($q$th-order-accurate) solution is then used to estimate the error in $\phi(x, h_2)$ (i.e., on the fine mesh!),

$$e_t(\phi) = \left| \phi(x, h_2) + h_2^p C(x) - \phi(x, h_2) \right| = \frac{|\phi(x, h_2) - \phi(x, h_1)|}{(h_1/h_2)^p - 1}$$  \hspace{1cm} (23)

or, for second-order-accurate discretization,

$$e_t(\phi) = \frac{|\phi(x, h_2) - \phi(x, h_1)|}{(h_1/h_2)^2 - 1}$$  \hspace{1cm} (24)

It is instructive to analyze the relationship between Richardson extrapolation and Eq. (18) in the simplest case: a hexahedral CV aligned with the coordinate system, Figure 2, where $M$ is simple to evaluate:

$$M = \frac{V_p}{12} \begin{bmatrix} \Delta x^2 & 0 & 0 \\ 0 & \Delta y^2 & 0 \\ 0 & 0 & \Delta z^2 \end{bmatrix}$$  \hspace{1cm} (25)

The error estimate, Eq. (18), simplifies to

$$e_t(\phi) = \frac{1}{24} \left| \Delta x^2 \left( \frac{\partial^2 \phi}{\partial x^2} \right)_p + \Delta y^2 \left( \frac{\partial^2 \phi}{\partial y^2} \right)_p + \Delta z^2 \left( \frac{\partial^2 \phi}{\partial z^2} \right)_p \right|$$  \hspace{1cm} (26)

As $(\nabla \nabla \phi)_p$ is independent of the mesh, $|M| (\nabla \nabla \phi)_p$ scales quadratically with $h$. Richardson extrapolation uses this property to estimate the error, assuming that the magnitude of each term in $M$ scales individually with $h^2$. This is valid only for geometrically similar CVs; if this is not the case, Richardson extrapolation loses accuracy.

Richardson extrapolation requires two solutions on meshes with different spacings, which is not always feasible in industrial applications. It also underestimates the solution error, particularly on coarse meshes; once the solution is smooth on both meshes, its accuracy improves rapidly.

**Figure 2.** Hexahedral CV aligned with the coordinate system.
3.2. Taylor Series Error Estimate

It is possible to obtain an estimate of the error from a single solution, a novel approach to Taylor series error estimation. The terms in Eq. (18) are approximated from the available solution and the mesh geometry.

The task of creating a single-mesh truncation error estimate can be divided into two parts: estimating the second gradient of \( \phi \) in \( P \) and evaluating \( M \) for a nontrivially shaped CV.

The \((\nabla \nabla \phi)_P\) is calculated using Gauss’ theorem twice. This, in fact, only provides the average second gradient, whereas Eq. (18) requires the value in the centroid of the CV. As a consequence, the estimate will be accurate only if the solution is smooth relative to the mesh size.

The calculation of \( M \) for CVs in an arbitrarily unstructured mesh follows the work of Helf and Küster [28]. Using Gauss’ theorem, the volume integral in Eq. (19) is reduced to a set of geometric moment integrals over the faces and finally to integrals over the edges.

\[
M = \int_{V_P} (\mathbf{x} \cdot \mathbf{x}) \, dV = \frac{1}{3} \int_{V_P} \nabla \cdot [\mathbf{x}(\mathbf{x} \cdot \mathbf{x})] \, dV = \frac{1}{3} \sum_f \int_{S_f} (d\mathbf{s} \cdot \mathbf{x})(\mathbf{x} \cdot \mathbf{x})
\] (27)

If the faces are flat, \( d\mathbf{s} \cdot \mathbf{x} \) reduces further:

\[
\int_{S_f} (d\mathbf{s} \cdot \mathbf{x})(\mathbf{x} \cdot \mathbf{x}) = \hat{\mathbf{S}} \cdot \mathbf{x}_f \int_{S_f} (\mathbf{x} \cdot \mathbf{x}) \, dA
\] (28)

Repeating the procedure once again, the second geometric moment for the face reduces to a sum of integrals over face edges, which are easily calculated.

Having in mind the limited accuracy of \((\nabla \nabla \phi)_P\), it would be wise to produce a simpler estimate of \( M \). If the orientation of the coordinate system were chosen to coincide with the principal geometric axes of inertia for the CV, \( M \) would reduce to diagonal-only and \( M : (\nabla \nabla \phi)_P \) would be similar to Eq. (26). For a hexahedral cell of arbitrary orientation, vectors \( 1, 2, \) and \( 3 \) can be approximated from the face area vectors of the opposite face pairs. Thus, for example, \( 1 \) is approximated with (Figure 2)

\[
1 = \left( \frac{\mathbf{s}_0}{|\mathbf{s}_0|} + \frac{\mathbf{s}_1}{|\mathbf{s}_1|} \right) \frac{2V_P}{|\mathbf{s}_0| + |\mathbf{s}_1|}
\] (29)

and the error estimate, Eq. (18), simplifies to

\[
e_t(\phi) = \frac{1}{24V_P} |1 \cdot (1 \cdot (\nabla \nabla \phi)_P) + 2 \cdot (2 \cdot (\nabla \nabla \phi)_P) + 3 \cdot (3 \cdot (\nabla \nabla \phi)_P)|
\] (30)

The off-diagonal terms in \( M \) are neglected, but at least the cell aspect ratio is taken into account. This principle can be extended to general polyhedral shapes by introducing an “orientation vector,” defined as the ratio of cell volume and the average cell cross section in a given direction.
One can, of course, go even further: assuming that the CV is not distorted at all, the error scales with $h^2$ and the magnitude of $(\nabla \nabla \phi)_P$,

$$e_r(\phi) = \frac{1}{24} h^2 \sqrt{(\nabla \nabla \phi)_P : (\nabla \nabla \phi)_P}$$

(31)

which further reduces the accuracy of the estimate because the information on the shape of the CV is lost. Having in mind the situations of mesh-to-flow alignment and high cell aspect ratios regularly used in CFD, Eq. (30) is chosen as a good balance of accuracy and computational cost.

4. MOMENT ERROR ESTIMATE

The second novel error estimate will be derived from using an interesting property of the exact solution: if the original transport equation is satisfied in its differential form, all transport equations for higher moments of $\phi$ are also satisfied. A similar idea has been suggested in [16], but never fully developed. At this stage, we shall limit ourselves to the second moment of $\phi$:

$$m_\phi = \frac{1}{2} \phi^2$$

(32)

The transport equation for $m_\phi$, derived from Eqs. (3) and (32), reads:

$$\nabla \cdot (u m_\phi) - \nabla \cdot (\gamma \nabla m_\phi) = S_\phi(\phi)\phi - \gamma(\nabla \phi \cdot \nabla \phi)$$

(33)

As stated before, the FV discretization produces a solution which satisfies Eq. (3) over each CV in the integral form. This solution is, however, of limited accuracy: there is no guarantee that Eq. (33) will also be satisfied. The imbalance in the integral form of Eq. (33) depends on the local discretization error:

$$r_P = \int_{V_P} [\nabla \cdot (u m_\phi) - \nabla \cdot (\gamma \nabla m_\phi) - S_\phi(\phi)\phi + \gamma(\nabla \phi \cdot \nabla \phi)] \, dV$$

(34)

Here, the cell values of $m_\phi$ are calculated from $\phi_P$ using Eq. (32). Convection, diffusion, and source terms are assembled following the discretization practice outlined in Section 2. On boundaries, $m_\phi$ is calculated consistently with the prescribed boundary conditions.

The same principle is used on vector (tensor) transport equations, where the second moment is defined as the inner product of the tensor with itself and the cell imbalance is constructed as before. Unlike the TSEE, the MEE always produces a scalar error. For vectors and tensors, the estimate corresponds to the error in the magnitude (norm) of the variable.

4.1. Normalization of the Moment Error Estimate

The dimensions of $r_P$ in Eq. (34) are $[\phi]^2[L]^3/[T]$, i.e., it does not correspond to the absolute error in $\phi$. In order to obtain the absolute error magnitude, a suitable normalization practice is required. The normalization is based on the local transport
conditions:

\[ u_t = |u| + \frac{\gamma}{h} \]  

(35)

where \( h \) is the local mesh size. The characteristic time scale \( T \) is then

\[ T = \frac{h}{u_t} = \frac{h^2}{|u|h + \gamma} \]  

(36)

Combining Eqs. (36) and (34) gives the final form of the MEE, with the same dimensions as \( \phi \):

\[ e_m(\phi) = 2 \sqrt{\frac{|r_p|T}{V_p}} \]  

(37)

The MEE is cheap to compute and its behavior on coarse meshes, as will be shown later, is significantly better than that of the TSEE. The main disadvantage of this method is its relative inaccuracy on very fine meshes. This is caused by the fact that the balance equation for \( m_\phi \) uses not only the value but also the gradient of \( \phi \), which, for zero estimated error, should also be exact.

5. NUMERICAL EXAMPLES

In order to examine the accuracy of the two novel error estimates, two numerical examples with analytical solutions will be presented. Although the selected cases do not represent “real” flow situations, they provide useful insight into the accuracy and scaling properties of the new error estimates.

5.1. Point Source in Cross-Flow

Consider the case of convection-diffusion of a passive scalar from a fixed-strength point source in a uniform velocity field. The 2-D analytical solution can be found in [29]:

\[ \phi(x, y) = \frac{S^*}{2\pi\gamma} K_0 \left( \frac{U_1 \sqrt{x^2 + y^2}}{2\gamma} \right) e^{(U_1x/2\gamma)} \]

Here, \( x \) and \( y \) are the spatial coordinates with the origin at the source, and the \( x \) pointing in the direction of the convection velocity; \( S^* = 16.67/\sqrt{s} \) is the strength of the source, \( \gamma = 0.05 \text{ m}^2/\text{s} \) is the effective diffusion, \( U_1 = 1 \text{ m/s} \) is the \( x \) component of the velocity and \( K_0 \) is the modified Bessel function of the second kind and zero order. In order to avoid the singularity, the point source is located outside the computational domain. The problem will be solved on a series of uniformly refined meshes. Two situations of mesh-to-flow alignment will be presented: a uniform orthogonal mesh aligned with the flow; and a nonuniform, nonaligned, nonorthogonal mesh.
5.1.1. **Mesh aligned with the flow.** The test setup, Figure 3, consists of a 4×1 m domain located 0.05 m downstream of the source. The analytical solution is prescribed on fixed value boundaries. Meshes used in this comparison range from 50 to 51,520 CVs.

Figure 4a shows the exact solution on the 80×41 CVs. The distribution of the exact and estimated errors is given in Figure 4. Two parts of the exact error can be recognized. The region of the highest exact error corresponds to the highest estimated error and is accurately detected by both error estimates. Downstream, the exact error is still large, but the estimates do not pick up its source, as the error is transported from upstream: this nonlocal error cannot be detected by the estimate. As the mechanism of error transport is not fully understood, we shall assume that the error source creates only a local error. The results in the present study show that this simplification does not seriously degrade the accuracy of error estimation.

Figure 5 shows the reduction of the mean and maximum error with the number of CVs. It is expected that the error reduces with the square of the mesh size, following the second-order accuracy of the method. In two spatial dimensions, the number of computational points quadruples if the mesh spacing is halved in each direction. The slope of the curve in Figure 5a should therefore be −1. Figure 5 also illustrates the usefulness of the proposed pair of error estimates. On coarse meshes, the MEE shows superior accuracy, whereas the TSEE underpredicts the error level. The average of the two estimates shows remarkable accuracy on all meshes.

5.1.2. **Nonorthogonal, nonaligned mesh.** Let us now consider the effects of mesh-to-flow alignment and nonorthogonality on the accuracy of the solution. In the first instance, second-order central differencing (CD) will be used for the convection term. The test setup for this situation is given in Figure 6. The dimensions of the domain are 3×1.41 m, with the same diffusion coefficient and relative position to the source as above.

The exact solution on the 40×40 CVs mesh together with the exact and estimated error distribution are given in Figure 7. Both error estimates pick up the error source well. The scaling of the exact and estimated error with the mesh size is shown in Figures 8a and 8b.

In the case of mean error, both estimates show comparable accuracy. The TSEE slightly underestimates the error, whereas the MEE again loses accuracy.
Figure 4. Aligned mesh: exact and estimated errors. (a) Exact solution. (b) Exact error magnitude. (c) Taylor series error estimate. (d) Moment error estimate.
on very fine meshes. Discretization errors introduced by mesh distortion do not noticeably change the rate of error reduction with mesh refinement.

In order to introduce more numerical diffusion, upwind differencing (UD) is used for the convection term. The scaling of the mean and maximum error is shown in Figures 8c and 8d. The slope of the curve is now closer to $\frac{1}{2}$ compared with $-1$ for CD. Both the mean and maximum error are now much higher, illustrating the importance of second-order convection discretization.

Error estimates, however, do not follow the scaling behavior of the error. Numerical diffusion smears the gradients, thus producing the picture of a smoothly varying field. In effect, the quality of the solution is so bad that accurate error estimation is not possible. It should be noted that the MEE shows slightly slower error reduction with refinement. This is, however, a very severe test for error estimates, with a combination of poor mesh quality, high discretization errors, and steep gradients in the solution.

5.2. Point Jet

In order to test the behavior of error estimates on a fluid flow situation, a point jet in 2-D is considered. The analytical solution [30] for the coordinate system located
(a) Exact solution.

(b) Exact error magnitude.

(c) Taylor Series Error estimate.

(d) Moment Error estimate.

Figure 7. Nonaligned mesh: exact estimated errors. (a) Exact solution. (b) Exact error magnitude. (c) Taylor series error estimate. (d) Moment error estimate.
at the mouth of the orifice with \( \mathbf{i} \) pointing downstream is

\[
\mathbf{u} = u \mathbf{i} + v \mathbf{j}
\]

\[
u = \frac{A}{B} x^{-1/3} \text{sech}^2 \left( \frac{x^{-2/3} y}{B} \right)
\]

\[
v = -\frac{1}{3} A x^{-2/3} \tanh^2 \left( \frac{x^{-2/3} y}{B} \right) + \frac{2}{3} x^{-4/3} y \text{sech}^2 \left( \frac{x^{-2/3} y}{B} \right)
\]

\[
A = \left( \frac{9}{2} v M_j \right)^{1/3} \quad B = \left( \frac{48 v^2}{M_j} \right)^{1/3}
\]

where \( M_j = U_0^2 D \) is the momentum carried by the jet.

The domain is \( 4 \times 1 \) m in size, 0.5 m downstream of the orifice, aligned with \( \mathbf{i} \), and utilizes the symmetry of the problem. In order to simplify the discussion, only the magnitude of the estimated and exact error are presented.

The exact solution and the exact and estimated errors on the \( 80 \times 41 \) CVs are given in Figure 9. Highest error is associated with the high gradients in the vicinity of the source. In the rest of the domain, errors are relatively low. The new error
Figure 9. Point jet: exact and estimated errors. (a) Exact solution. (b) Exact error magnitude. (c) Taylor series error estimate. (d) Moment error estimate.
estimates pinpoint the regions of high error well. A slight anomaly in the error distribution for the MEE in Figure 9d has been traced to the lower order of accuracy associated with fixed-value boundaries, where the face compensation of fourth-order terms of the MEE is lost. The terms in question are large on the inlet side of the domain because of high gradients in $u$.

The scaling of the mean and maximum error shown in Figure 10 exhibits several interesting features. On very fine meshes, the exact solution does not follow the expected error scaling. Here, the error is extremely low in large regions and further refinement has no effect. At the same time, the error is still large in the vicinity of the jet and controls the scaling of the mean error. Although it shows remarkable accuracy on coarse meshes, the MEE overestimates both the mean and maximum errors. Its error reduction rate is lower than for the TSEE because of the accuracy problems at the inlet boundary. The TSEE, on the other hand, consistently underestimates the error. In spite of that, the pair of estimates does a remarkably good job, both in bounding the exact error and in terms of absolute accuracy of the average estimated error.

6. SUMMARY

Automatic resolution control relies on an a-posteriori error estimate for the information about the distribution of the discretization error. Its effectiveness therefore depends on the quality of the selected estimate. This article deals with the issue of error estimation, thus setting a foundation for the overall adaptive procedure which will be described and tested in the following articles [31, 32].

Initially, properties of a good error estimate have been outlined, together with the difference between error indicators and error estimates. The main objective of the work presented here was to create an error estimate with the same dimensionality as the solution variable, making it practical and easy to use. Two novel error estimates have been proposed: the Taylor series error estimate (TSEE), based on the truncation error analysis; and the moment error estimate (MEE), based on the higher moment imbalance.
Unlike the more popular Richardson extrapolation, the TSEE uses only a single solution in order to estimate the error. Although the TSEE seems to be a straightforward way of estimating the discretization error, it suffers from several deficiencies. It uses an estimate of the second gradient of the transported variable and its scalar product with the geometric moment tensor for the CV. Although the error can be calculated on a cell-by-cell basis, the error estimate is still considered relatively expensive, as it requires a product of two second-rank tensors. A simple and cheaper approximate procedure of comparable accuracy is proposed and tested on two model problems. The TSEE typically underestimates the error, as a consequence of the fact that the double Gauss’ theorem used to calculate the second gradient produces the average value of the gradient over the nearest neighbors, rather than the required cell-center value.

The MEE does not follow the traditional truncation error analysis: instead, it relies on the fact that the exact solution of the transport equation for a general variable $\phi$ also satisfies the transport equations for all higher moments of $\phi$. It is therefore possible to examine the numerical imbalance in higher moments over every CV in order to estimate the discretization error. The imbalance is then normalized in an appropriate way in order to obtain the absolute error magnitude in $\phi$.

Unlike the TSEE, the MEE consistently overestimates the error. Its accuracy is better, but its real potential can be seen when two estimates are used together. As the presented test cases show, two error estimates bound the error and their average estimates its absolute magnitude with reasonable accuracy.

Accurate error estimation is a basis for an effective adaptive refinement procedure, which will be described and tested in the following article [31].
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