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Abstract 

While the share of intermittent renewable energy sources in a power sector is constantly 
increasing, demand response technologies are becoming a crucial part of interconnected energy 
systems. The district heating sector has a great potential of offering such services if power-to-
heat and thermal storage technologies are implemented. This is a well-known method of 
utilizing low-price electricity from the power market. However, power-to-heat optimal supply 
capacities are rarely studied with respect to different market conditions, especially from the 
point of view of multi-objective optimization. This paper shows an analysis of the impact of a 
wind production increase in a power market on optimal power-to-heat capacities in a local 
district heating system. To obtain these results, a district heating optimization model was 
developed by using linear programming, while the power market prices reduction is analysed 
by using historical bidding market data and shifting of the supply curve. The district heating 
model was created in the open-source and free programming language called Julia. The model 
was tested on a case study of the Nord Pool electricity market and a numerical example of a 
district heating system. The main outcome of this research is to show how district heating 
supply technologies operate in different market conditions and how they affect optimal power-
to-heat and thermal storage capacities. Heat pump capacities linearly follow wind production 
increase in power markets.  
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Highlights  

 The impact of wind penetration in electricity markets on the optimal results of a district 
heating system has been studied 

 The increase of optimal heat pump capacity and heat production linearly follows wind 
penetration in power markets 

 Optimal thermal storage size and heat pump capacity can be doubled for higher shares 
of wind energy in a power market 

 

 

  



Abbreviations 
DH district heating 
RES renewable energy sources 
CHP cogeneration  

 
Chemical formulas 

CO2 carbon dioxide 
 
Variables and parameters  

𝐴ௌ் area of solar thermal collectors [m2] 
𝑎ଵ first order heat loss coefficient [W/K] 
𝑎ଶ second order heat loss coefficient [W/K2]  
𝐶 cost [EUR] 

𝐷𝐸𝑀 district heating demand [MW] 
𝑓௘௖௢௟ ecological objective function (tonnes of CO2) 
𝑓௘௖௢௡ economical objective function (EUR) 

𝑓௅௢௥௘௡௧௭ Lorentz factor of the heat pump [-] 
𝐺 global solar radiation [W/m2] 

𝑀𝐶𝑃 market clearing price [EUR/MWh] 
𝑀𝐶𝑃′ reduced market clearing price [EUR/MWh] 

𝑃 supply capacity [mw] 
𝑃௧ hourly market price [EUR/MWh] 
𝑄 thermal energy [MWh] 

𝑟௨௣ିௗ௢௪௡ ramping limit of technology [h-1] 
𝑆𝑂𝐶 state-of-charge [MWh] 

𝑇 temperature [K] 
𝑇𝐸𝑆 thermal storage 

𝑇𝐸𝑆௜௡ି௢௨௧ thermal storage charge and discharge [MW] 
𝑉 market volume [MWh] 

 
Greek letters 

𝜂 technology efficiency [-] 
𝜂଴ optical efficiency of solar thermal collector [-] 

 
Scripts  

𝐷 demand 
𝑖 technology type 

𝑟𝑒𝑓 reference 
𝑆 supply  
𝑡 time 

 

  



1. Introduction 

This section provides an overview of district heating systems and the power market. 
Additionally, different market clearing price modelling approaches are shown while focusing 
on the wind penetration influence. Furthermore, the latest publications dealing with district 
heating and power sector integration have been reviewed. Finally, the scientific contribution of 
this paper is presented. 

1.1. District heating systems  

District heating (DH) is a relatively old concept but has been widely acknowledged as one of 
the crucial technologies for covering future heating demand [1], [2]. The reduction of specific 
heating demand will result in a reduction of supply temperatures in the DH system and an 
increase of overall efficiency of the thermal network. This will open possibilities for the 
integration of low temperature heat sources and waste heat [3] combined with heat pumps [4]. 
Lund has defined the fourth generation of DH which is now accepted as the standard for low 
temperature DH which is integrated with other sectors, thus creating a so called smart energy 
system [5]. In smart energy systems, DH will have a crucial role by integrating the power and 
heat sector through power-to-heat technologies such as heat pumps or electrical heaters [5], 
[6]. These units are able to efficiently and effectively transform electricity into thermal energy 
[7], [8]. The implementation of booster heat pumps has been studied in [9], while the 
combination of power-to-heat technologies in the hybrid district heating system is studied also 
in [10]. Such integration allows a higher penetration of variable renewable energy sources 
(RES) such as wind or solar photovoltaics into the power sector [11]. Sayegh et al have shown 
the trend of the research related to DH [12], while emphasizing the importance of thermal 
storage technologies and integration with other sectors, thus creating a smart energy system. 
Besides providing a demand response for the power sector, DH will potentially have other 
important roles, as discussed in [13]. However, some papers have already discussed the next 
generation of DH and the present existing cases in Europe [14]. Ultra-low temperature district 
heating systems can offer additional benefits for the integration of heat pumps due to the 
increased coefficient of performance. Arabkoohsar and Alsagri analysed the impact of 
integrating heat pumps in DH systems with three pipes [15]. Although researchers are 
exploring power and heating sector integration, there is still a great number of coal power plants 
in Europe which need to be refurbished or upgraded in order to reach the standard of the 3rd 
generation of DH [16].  

1.2. Wind integration in power systems 

The power market enables the purchasing of electricity through bidding – electricity producers 
sell electricity, while various consumers can buy it according to the market rules. When market 
supply and market demand are balanced, market equilibrium is achieved. It is defined with a 
market clearing price and market volume. Due to their production variability on an hourly level 
and market readiness, wind energy production and its successful integration in power markets 
presents a crucial topic for numerous authors. In order to evaluate a market clearing price and 
conventional production optimization with a high share of wind penetration, various methods 
have been proposed. Paper [17] studies wind profit maximization in the day-ahead power 
market by using a utility function which models the behaviour of electricity customers. The 
main goal is to utilise demand response technologies to achieve a higher profit for wind 



generation. Li and Shi adopted an agent-based simulation to analyse the bidding optimisation 
of wind generation in a deregulated day-ahead power market. They have shown that it is 
possible to increase net earnings by using learning algorithms [18]. In paper [19] different 
aspects of wind energy system modelling have been taken into account in order to study the 
integration of mentioned technologies in a deregulated power market. Reddy et al [20] 
proposed a novel market clearing mechanism for a wind-thermal power system while taking 
into account different uncertainties in production. An optimal scheduling strategy has been 
acquired for a best-fit day-ahead schedule. Paper [21] analysed wind penetration in 
interconnected regional power systems while taking into account different uncertainties. The 
authors showed how higher economic efficiency could be achieved by enabling cross-border 
trading. Fogerlber and Lazarczyk have studied the impact of wind power volatility on 
production failures in other production units in the power market [22]. The focus was put on 
Nord Pool. The issue of successful wind power integration into the power market was also 
studied in paper [23]. The authors analysed the effect of spatial diversification of wind power 
on its market value. A case study of Chile was used and the obtained results showed that spatial 
diversification could vary up to $10/MWh. Cuervo and Botero [24] discussed wind power 
reliability in a hydro-dominated power system, where Colombia was used as the case study. It 
was shown that higher wind penetration causes higher reservoir levels for the same 
hydrological conditions. This also caused the reduction of electricity market prices.  

1.3. District heating and power market integration 

Optimization of DH systems often includes the possibility of utilizing power-to-heat 
technologies such as compression heat pumps with various heat sources and electrical heaters. 
Single objective optimization most often includes the minimization of total cost while 
optimizing supply capacities and the hourly operation of supply units [25]. In research [26], 
single objective optimization of DH was carried out, as well as an additional analysis of the 
effect of feed-in tariff supporting schemes. Power-to-heat technologies are also often included 
in multi-objective optimization problems, where more than one objective function is defined. 
It should be mentioned that the result of multi-objective optimization is not a single value but 
a whole set of values which lie on the Pareto front. Paper [27] used genetic algorithm in order 
to obtain optimal supply capacities and the hourly operation of the DH system. In [28] 
combined heating and cooling systems were studied in order to obtain optimal capacities of 
electric and absorption chillers. Besides these, the optimal operation of other DH components 
was also studied in [29]. Lamaison et al used mixed integer linear programming and the multi-
objective parametric optimization method to study a district heating system that consists of a 
biomass generator, a heat-pump and  heat storage in the French energetic context [30]. The 
electrification of heating systems can be a great obstacle for DH. In paper [31], authors 
analysed if ground source heat pumps could replace the existing DH systems in Sweden. They 
concluded that a complete replacement of DH with geothermal heat pumps is unrealistic. Paper 
[32] uses three types of systems to simulate how increasing the share of heat pump production 
influences DH systems when optimized for the lowest production costs. The findings of the 
simulations together with insights from the interviews imply that the viable amount of heat 
pump-based heat production in DH systems would be around 10-25% in Finland, which is 
much higher than the current 3%. 

While many researchers explore the optimal supply capacities of power-to-heat technologies, 
they rarely analyse the impact of various parameters on power-to-heat supply capacities, such 



as electricity market prices or power sector emission factors. These two parameters are greatly 
influenced by the penetration of variable renewable energy sources. Paper [33] shows the 
relationship between variable RES production and electricity market prices by using the 
EnergyPLAN tool for the modelling and simulation of energy systems. Amiri et al used a linear 
programming model to analyse a district heating system connected to the European power 
market [34]. They showed that interconnection with other heating systems can reduce the 
overall system cost. In [35], the electricity market in renewable energy systems was  discussed 
and modelled. The case study was based on an energy system of Denmark with a 100% RES 
system for year 2050. Felten developed the model framework for the analysis of a coupled heat 
and power sector in large scale systems, such as the EU [36]. The model can provide a cost 
optimal dispatch and unit commitment of various technologies. In paper [37] the drivers of 
electricity prices spot markets were analysed and modelled on the example of the German 
power sector. Liu et al analysed marginal cost pricing for competitive district heating. In the 
paper, DH participates in the power market with cogeneration (CHP) and heat pump units. 
Dispatch, i.e. unit commitment was modelled by using the PLEXOS tool. It should be 
mentioned that power market prices are taken as the input data, i.e. it was assumed that the 
participating CHP and heat pump units do not shift the market equilibrium [38]. Hennessy et 
al [39] analysed the techno-economic feasibility of commercial power-to-heat technologies in 
DH systems by taking into account different various forecasts of spot market prices. However, 
the spot market prices were not modelled and only system operation was taken into account, 
while utilizing predefined capacities and technologies. In paper [40], authors analysed an 
integrated demand response while analysing the heat and electricity market price by optimizing 
bidding strategies, i.e. maximizing the net revenue of the supplier. Yifan et al modelled DH 
system connection with the power sector by analysing the operational flexibility of each local 
DH system through CHP and power-to-heat units. They showed how operational flexibility 
from multiple DH systems can effectively improve wind power integration [41]. Zhang et al 
proposed a two-layer optimization model to find out the optimal configurations of clean-
heating improvements in a district energy system with high penetration of wind power. Their 
research focused on the implementation of power-to-heat technologies in combination with 
thermal storage units [42]. Fabian Levihn presented an empirical analysis of power and heat 
market integration from the DH network in Stockholm. The mentioned system utilizes CHP 
and power-to-heat units while at the same time participating in the stabilization of the power 
network by offering negative and positive power ramping [43]. Ma et al provided reviewed 
sources of flexibility in district heating systems. Power-to-heat technologies connected to the 
power market are a great source of flexibility [44]. Yifan et al developed a model capable of 
exploring electric flexibility coming from the district heating system, thus enabling increased 
wind penetration [41]. The model was validated on an integrated power and heating system 
consisting on numerous CHP and thermal power units and wind farms. In paper [45], a two-
stage modelling approach was used to investigate the real-time flexibility of cogeneration 
power plants in district heating systems. In the first stage, the heat production plan of a CHP 
plant was derived to minimize the system heat cost in a deregulated heat market by using its 
flexibility; in the second stage, the CHP plant was dispatched to provide a real-time balancing 
service with the remaining flexibility. 

Åberg et al. [46] provided a detailed analysis on how market prices influence the operation of 
power-to-heat technologies in the case of Sweden. They used historical price curves and added 
wind and solar capacities in order to analyse the shift of the supply curve, thus achieving new 



electricity market prices. For the newly achieved prices they ran an analysis of power-to-heat 
operation units and drawn the following conclusions: the results show that power-to-heat 
production is significantly increased (up to 98%) when electricity prices are influenced by 
variable RES production. Besides spot prices, the power market also enables participation in 
an ancillary services market. This is excellent opportunity for power-to-heat technologies. 
Terreros et al provided an analysis of different electricity market options for heat pumps in 
rural DH networks in Austria. The optimal bidding strategy for heat pumps is buying 50% of 
the energy in the spot day-ahead market and offering 50% of the capacity for the negative 
balancing automatic frequency restoration reserve [47]. Thermal storage further increases the 
production of power-to-heat technologies by up to 46%. Paper [48] analysed the introduction 
of heat pumps with heat storage in a small district heating system while considering integration 
with a power market. They concluded that a thermal storage size can reduce the annual costs 
of a system effectively but can easily be oversized. In paper [49], authors demonstrated that 
electric boilers, which are part of a DH system, are capable of providing negative secondary 
control power in a flexible and a cost-effective manner. An analysis for the German energy 
system was carried out. Ito et al [50] analysed the role of DH cogeneration units for the purpose 
of maintaining grid stability. Particle swarm optimization was used in order to acquire the 
optimal operation of the DH system. In paper [51], a novel method for a heat and power 
dispatch model was proposed which also involved the thermal inertia of the system. The 
acquired results have shown how wind energy integration could be increased by utilizing the 
thermal inertia of a DH system. Gravelsins et al [52] used a system dynamics approach in order 
to investigate how solar photovoltaics could be integrated into DH systems to achieve 
economically feasible and flexible energy production by using power-to-heat technologies. 
Leitner et al [53] provided a method that enables a detailed technical assessment of the 
operation of coupled heat and power networks. Moser et al designed a heat market that is based 
on a merit order to evaluate industrial waste heat in DH systems. They showed that power 
market prices can drastically change merit order, especially during summer when heat loads 
are reduced [44]. Dominković et al developed dynamic pricing models for DH systems in 
Denmark and Finland [54]. It was shown that electricity prices have a high impact on carbon 
dioxide (CO2) emissions and average marginal prices for both systems. Study [55] analyses 
how different electricity grid tariff structures will affect the flexible use of electricity in future 
Nordic district heating systems. Paper [56] summarises operation experiences of Swedish heat 
pumps to support and facilitate the planning of future power-to-heat solutions with heat pumps 
in DH systems. The authors showed that older heat pumps operate with lower utilisation 
capacity due to competing technologies such as cogeneration units in DH systems. In paper 
[57] authors used energyPRO to analyse three low-temperature DH schemes, where a booster 
heat pump was utilized with various thermal sources. An analysis of spot market prices 
reduction was not taken into account. Paper [58] uses EnergyPLAN to analyse how a shift from 
individual electric heating to DH affects the flexibility that the Norwegian energy system can 
provide to Europe. Paper [59] analyses how a Swedish municipality can contribute to lowering 
peak electricity demand by utilizing DH. It was shown that the choice of heating system is 
more important than reducing the heat demand itself to lower electricity peak demand in the 
future. Sorknæs et al [60] introduced the concept of a smart energy market. The authors 
illustrated and quantified how future renewable heating, green gas and liquid fuel markets will 
influence the electricity markets and vice versa. Mirzaei et al evaluated integrated power, 
heating and gas networks by developing a multi-network unit commitment model in 



combination with storage technologies [61]. The goal is to minimize the operation costs of an 
integrated electricity, gas and DH system while satisfying the constraints of all three networks. 
In paper [62], the European heat demand was combined with a Dispa-SET power system model 
to evaluate a coupling pathway in terms of operating costs, efficiencies and associated CO2 
emissions. The results showed that the conversion of thermal into CHP plants increases 
efficiency and reduces both the operating costs and the environmental impact of the energy 
system. 

1.4. Scientific contribution 

Numerous papers dealing with multi-objective optimization of DH often do not optimise the 
system capacity regarding the power market prices change. In the majority of papers dealing 
with power and DH sector integration, spot market prices are rarely modelled, but considered 
through different scenario analyses. Due to this, most papers cannot provide the results on the 
impact of wind penetration on DH parameters. Nevertheless, paper [46] succeeded in 
displaying the impact of wind integration on district heating operation and demand response 
potential. However, the mentioned paper did not consider power-to-heat and thermal storage 
capacity optimization, but focused only on system operation acquired by using single-objective 
optimization.   

The main scientific contribution of this paper is the analysis of an impact of a wind production 
increase in a power market on optimal power-to-heat and thermal storage capacities in a local 
DH system by using a multi-objective optimization approach. Furthermore, the power market 
clearing prices have been modelled by using publicly available historical bidding curves data 
in order to analyse the impact of wind production penetration. Finally, this paper provides a 
potential answer to the following questions: 

How does wind penetration in a power market: 

- shift the solution of the district heating multi-objective optimization, i.e. its Pareto 
front? 

- impact optimal power-to-heat capacities in a district heating system for different Pareto 
optimal solutions? 

- influence the optimal thermal storage size in a district heating system for different 
Pareto optimal solutions? 

- affect the operation of the district heating system for different Pareto optimal solutions? 

The paper is divided in following way. In Section 2, the method is explained. Section 3 shows 
the input data related to district heating optimization and the calculation of power market 
prices. Furthermore, Section 3 provides an overview of the proposed scenarios. Section 4 
displays the main results obtained in this paper. Section 5 concludes the paper and displays the 
most important results obtained within this research.   



2. Method 

The overview of the method used in this paper is shown in Figure 1. The overall approach can 
be divided into two interconnected models: the district heating model and the modelling of the 
market clearing price under the influence of wind energy penetration. Market clearing price 
modelling is carried out by using known power market bidding curves and wind production 
data. In order to run the district heating model, several inputs are needed: district heating load, 
technology characteristics, such as efficiency and ramping limits, and prices (investment, fuel 
and operational costs). Besides these, every technology has a CO2 emission factor that is related 
to the fuel. In the case of power-to-heat technologies, electricity is used as a fuel. 

 

Figure 1 Overview of the method  

2.1. District heating model 

The district heating model used in this research is based on the model developed in the authors’ 
previously published papers [63], [64]. The model is used for a multi-objective optimization of 
district heating systems with respect to the total costs and CO2 emissions. It can be used to 
optimize supply capacities, including thermal storage size, and the hourly operation of the 
system for a whole year. The model can choose between various supply units, such as heat-
only boilers, cogeneration, electrical heaters, heat pumps and solar thermal collectors. Two 
fuels can be used: natural gas or biomass. The optimization variables of the model are supply 
capacities 𝑃௜, thermal storage size 𝑇𝐸𝑆௦௜௭௘ and the hourly operation of each supply source 𝑄௜,௧ 
and thermal storage charging and discharging 𝑇𝐸𝑆௜௡ି௢௨௧,௧ where 𝑖 represents the technology 
type and 𝑡 the time step. The latter is equal to one hour, while the time horizon is equal to 8,760 
hours, i.e. whole year. The model also includes various constraints, which are presented below.  

Equation (1) presents the most important constraint which states that the hourly demand 𝐷𝐸𝑀௧ 
should be covered with various supply technologies 𝑄௜,௧ where 𝑖 represents the technology type. 
The operation of the thermal storage is defined with charging or discharging, i.e. 𝑇𝐸𝑆௜௡ି௢ ,௧. 
If the storage discharges, the term  𝑇𝐸𝑆௜௡ି௢௨௧,௧ is negative and if thermal storage is charging, 
the term 𝑇𝐸𝑆௜௡ି௢௨ ,௧ is positive. This is why in Equation (1), thermal storage terms have 
negative signs. Finally, it should be mentioned that this model includes two thermal storages. 
The first one is used as the buffer (short-term thermal storage) and the other one could act as 
the seasonal storage which could be charged solely by solar thermal technology. The 
connection between all the technologies is shown in Appendix. 



   𝐷𝐸𝑀௧ = 𝑄ுை஻,௚௔௦,௧ + 𝑄ுை஻,௕௜௢௠௔௦௦,௧ + 𝑄ாு,௧ + 𝑄ு௉,௧ + 𝑄஼ு௉,௚௔௦,௧

+ 𝑄஼ு௉,௕௜௢௠௔௦௦,௧ − 𝑇𝐸𝑆ଵ,௜௡ି௢௨௧,௧ − 𝑇𝐸𝑆ଶ,௜௡ି௢௨௧,௧ 
(1) 

Equation (2) presents the constraint that links the supply capacity 𝑃௜ and the hourly operation 
of technology 𝑄௜,௧. The technology output on an hourly level cannot be higher than technology 
installed capacity. 

 0 ≤ 𝑄௜,௧ ≤ 𝑃௜ (2) 

In order to provide a more realistic operation of the system, ramping limits are put on each 
technology, as shown in Equation (2), where 𝑟௨௣ିௗ௢௪௡,௜ presents the ramping limit of 
technology 𝑖. It is defined as the percentage of the supply capacity that could be ramped up or 
down in a single hour.  

 −𝑟௨௣ିௗ௢௪௡,௜ ∙ 𝑃௜ ≤ 𝑄௜,௧ − 𝑄௜,௧ିଵ ≤ 𝑟௨௣ିௗ௢௪௡,௜ ∙ 𝑃௜ (3) 

The thermal storage operation is defined with Equations (4) and (5). Equation (4) presents the 
constraint put on the state of charge (𝑆𝑂𝐶௧) of a thermal storage in the first and the last hour of 
the optimization time horizon, i.e. they should be equal. Furthermore, the model allows 
defining the percentage of the state-of-charge by using the 𝑆𝑂𝐶௦௧௔௥௧ି௘௡ௗ parameter. For the 
purpose of this paper, it is defined to 50% of the thermal storage size (𝑇𝐸𝑆௦௜௭௘). Equation (5) 
shows the hourly operation of the thermal storage. The state-of-charge in a time step 𝑡 is equal 
to the state-of-charge in the previous time step (𝑡 − 1) increased by the thermal storage charge 
(positive term) or discharge (negative term) and reduced by the thermal storage loss in the 
respective hour. The losses are defined with the loss factor 𝑇𝐸𝑆௟௢௦௦. Finally, the thermal storage 
state-of-charge 𝑆𝑂𝐶௧ cannot be higher than the thermal storage size 𝑇𝐸𝑆௦௜௭௘, shown in Equation 
(6). In other words, the optimal thermal storage capacity is equal to the highest 𝑆𝑂𝐶௧ value.  

 𝑆𝑂𝐶௧ୀଵ = 𝑆𝑂𝐶௧ୀ଼଻଺଴ = 𝑆𝑂𝐶௦௧௔௥௧ି௘௡ௗ ∙ 𝑇𝐸𝑆௦௜௭௘ (4) 

 𝑆𝑂𝐶௧ = 𝑆𝑂𝐶௧ିଵ + 𝑇𝐸𝑆௜௡ି௢௨௧,௧ − 𝑆𝑂𝐶௧ ∙ 𝑇𝐸𝑆௟௢௦௦ (5) 

 𝑆𝑂𝐶௧ ≤ 𝑇𝐸𝑆௦௜௭௘ (6) 

While all technology capacities are defined with peak thermal power, the solar thermal capacity 
is defined with the total solar thermal area 𝐴ௌ். Equation (7) shows the connection between the 
hourly operation of the solar thermal and its total area. It should be noted that the solar thermal 
operation is tightly constrained and depends on the optimized total solar area 𝐴ௌ் and the 
predefined hourly specific solar thermal output 𝑃௦௢௟௔௥,௦௣௘௖௜௙௜௖,௧.  

 𝑄ௌ்,௧ = 𝐴ௌ் ∙ 𝑃௦௢௟௔௥,௦௣௘௖௜௙௜௖,௧ (7) 

The specific solar thermal output can be calculated by using Equation (8), where 𝜂௖,௧ represents 
the solar thermal collector efficiency in a time step 𝑡, while 𝐺௧ is global solar irradiation in a 
time step 𝑡. The last term also represents the hourly input data of the model which can be 
acquired by using publicly available data such as PV GIS [65] developed by JRC or other 
available databases [66].  

 𝑃௦௢௟௔௥,௦௣௘௖௜௙௜௖,௧ = 𝜂௖,௧ ∙ 𝐺௧ (8) 



The calculation of solar thermal collector is obtained by using Equation (9) based on the 
European standard EN12975 [67], where 𝜂଴ represents optical efficiency (without thermal 
losses), 𝑎ଵ is the first order heat loss coefficient and 𝑎ଶ is the second order heat loss coefficient, 
while 𝑇௠ represents the mean collector fluid temperature. The mentioned parameters depend 
on the collector type and can be obtained by checking the manufactures’ factsheets which can 
be found in publicly available databases [68]. Finally, 𝑇௥௘௙,௧ is the outside air temperature for 
the given location which can be obtained by using the already mentioned publicly available 
databases [65], [66]. 

 

 
𝜂௖,௧ = 𝜂଴ − 𝑎ଵ

൫𝑇௠ − 𝑇௥௘௙,௧൯

𝐺௧
− 𝑎ଶ

൫𝑇௠ − 𝑇௥௘௙,௧൯
ଶ

𝐺௧
 (9) 

The efficiency of the heat pump can be calculated by using Equation (10) [25]. It is based on 
the temperature difference between the heat source (air, 𝑇௥௘௙,௧) and the heat sink (DH supply 

network, 𝑇஽ு,௧) temperature multiplied with the Lorentz factor 𝑓௅௢௥௘௡௧௭. The district heating 
supply network temperature is not constant, but depends on the outside air temperature as 
shown in [69].  

 
𝜂ு௉,௧ = 𝑓௅௢௥௘௡௧௭ ∙ ቆ

𝑇஽ு,௧

𝑇஽ு,௧ − 𝑇௥௘௙,௧
ቇ (10) 

 
It should be noted that solar thermal collector and heat pump technologies do not have constant 
efficiency as other supply sources, since they can be calculated prior to the optimization 
procedure. All other technology efficiencies are treated as constants in order to secure the 
linearity of the model. The problem is written as a linear programming (LP) model by using 
the Julia programming language and the linear programming solver called Clp.  

An overview of the district heating model is presented in Appendix.  

2.2. Objective functions 

As already mentioned, this paper deals with multi-objective optimization. The goal of the 
optimization model is to minimize the economical, 𝑓௘௖௢௡, and ecological,  𝑓௘௖௢௟, objective 
function, as shown in Equation (11).  

 min (𝑓௘௖௢௡, 𝑓௘௖௢௟) (11) 

The economical objective function represents the total costs of the system that can be calculated 
by using Equation (12). 𝐶௜௡௩௘௦௧௠௘௡௧,௜  is the discounted investment costs of technology 𝑖. It 
should be noted that it does not have a temporal summation since it is paid only once. 
𝐶௙௨௘௟,௜,௧ represents fuel costs, while 𝐶ை&ெ,௜,௧ is operation and maintenance costs for technology 

𝑖 in a time step 𝑡. The last term on the right in the brackets 𝐼𝑛𝑐𝑜𝑚𝑒௜,௧ represents additional 
income due to the electricity sold on the market by using cogeneration units.  

𝑓௘௖௢௡ = ෍ 𝐶௜௡௩௘௦௧௠௘௡௧,௜ + ෍ ෍൫𝐶௙௨௘௟,௜,௧ + 𝐶ை&ெ,௜,௧ − 𝐼𝑛𝑐𝑜𝑚𝑒௜,௧൯

௜

௧ୀ଼଻଺଴

௧ୀଵ௜

 (12) 



The ecological objective function is defined as the total CO2 emissions of the district heating, 
which is obtained by using Equation (13). The specific emission factor, 𝑒஼ைమ,௜ is defined per 
fuel, while 𝜂௜ is technology efficiency.   

 
𝑓௘௖௢௟ = ෍ ෍(𝑒஼ைమ,௜ ∙ 𝑄௜,௧

௜

/𝜂௜

௧ୀ଼଻଺଴

௧ୀଵ

) (13) 

2.3. Multi-objective optimization 

Before explaining the method used for handling multi-objective optimization, the crucial issue 
related to such optimization should be mentioned. It is impossible to simultaneously acquire 
the minimum of both objective functions. By acquiring the minimum of the first, the highest 
value of the second one will be reached and vice-versa. Thus, the solution of multi-objective 
optimization is not a single value but a whole set of them, which lie on the same front, the so 
called Pareto front. It could be understood as the compromise between two objective functions 
– approaching to the minimum of one is only possible at the expense of other objective 
function.  

In order to deal with multi-objective optimization, and to construct the Pareto front, the epsilon 
constraint method has been used in this paper [70]. It is based on translating the multi-objective 
optimization problem into single-objective optimization by introducing an additional set of 
constraints put on the second objective function, as shown in Equation (14). Parameter 𝜀௘௖௢௟ 
represents (epsilon) constraint put on the ecological objective function, while the economical 
objective function is minimized. By changing 𝜀௘௖௢௟, different solutions are achieved that lie on 
the Pareto front [70]. Due to this, the resolution of the Pareto front depends on the number of 
optimization runs. It is important to mention that 𝜀௘௖௢௟ should be in the feasible region. To 
define the feasible region, boundaries of the Pareto front should first be acquired. 

 min (𝑓௘௖௢௡)  for 𝑓௘௖௢௟ ≤ 𝜀௘௖௢௟ (14) 

2.4. Market price modelling 

In this paper, power-to-heat optimal capacities are analysed with regard to electricity market 
prices. These prices also represent an input for the district heating model. The market price was 
modelled with respect to wind energy penetration by using publicly available market bidding 
data, i.e. supply and demand market curves for each hour of the year, as explained below. The 
mentioned approach has also been implemented in this paper to avoid challenging power 
market modelling which involves detailed unit commitment and dispatch on a power plant level 
for a whole market on an hourly level for a whole year.   

Market clearing price modelling by using supply and demand market curves has been 
previously shown in [46] and [71]. In paper [71], the focus was put on analysing the increase 
of demand on the market clearing price, i.e. the buy curve was shifted in order to obtain the 
new (modelled) market clearing price. In paper [46] the authors used a similar approach, but 
this time, the supply curve has been shifted in order to model the influence of the increased 
variable RES production. For the purpose of this paper, the method shown in [46] was used. 
However, only the wind production increase is studied since these capacities are the most 
promising in the analysed Nord Pool market. Finally, it is assumed that the marginal price of 
wind is equal to zero.  



To fully understand the approach used, the market model should be explained. For this purpose, 
Figure 2 will be used. It represents the market situation for a single hour and must be 
constructed 8,760 times per year. The power or electricity market operates as any other market 
of goods. Two major parameters first have to be understood: the trading volume (x-axis, in 
MWh) and the market price (y-axis, in EUR/MWh). For every volume, the market price can 
be defined, which is called a “bid”. The set of all bids creates the bidding curve. In Figure 2, 
two curves can be noted. The blue full curve represent the supply curve (“sell curve”). In the 
power market, the supply is represented with power plant operators: condensation power 
plants, cogeneration units, wind turbines, photovoltaics, etc. Since renewable energy sources 
have low operational costs, they can offer the trading volume at a lower price, even reaching 
zero or negative values. The red curve represents the demand curve (“buy curve”). Where these 
two curves intersect, the market clearing price and the respective trading volume are obtained. 
In Figure 2, this is marked with yellow dot. As already mentioned, variable renewable energy 
sources, e.g. wind, have low operational costs, thus offering bids at a lower price. If additional 
wind is introduced into the market, the supply curve is shifted to the right. In Figure 2, this is 
represented with the dotted blue line. Due to the shift of the supply curve to the right, the new 
market clearing price is obtained (marked with a green star), which is lower than the reference 
one. This represents the crucial effect of variable renewable energy sources integration, since 
it opens additional opportunities for demand response, power-to-heat, power-to-X, and other 
technologies that could participate on the market.  

 
Figure 2 Illustration of the market price reduction method for a single hour 

The market price modelling can also be represented with the following equations. Let us 
assume that price 𝑃௧ in a time step 𝑡 is a function of a volume participating on the market. 
Equation (15) shows the generic correlation between the (supply) price 𝑃௧

ௌ and the supply 
volume 𝑉௧

ௌ, while Equation (16) shows the connection between the buy (demand) price 𝑃௧
஽ and 

the demand volume (𝑉௧
஽). The market clearing price 𝑀𝐶𝑃௧ is achieved for the market 

equilibrium, as shown in Equation (17). In this paper, the penetration of wind energy 

production into the power market is analysed, which is marked with ∆𝑉௧
ௌ,௪௜௡ௗ in Equation (18). 

Due to this, an updated price curve 𝑃′௧
ௌ is acquired, as shown in Equation 17. Since the updated 

price curve is shifted, the new market clearing price 𝑀𝐶𝑃′௧ is obtained as shown in Equation 
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(19). Since the added wind production has zero marginal costs, the new market clearing price 
is lower than the reference one, as shown in Equation (20).  

 

𝑃௧
ௌ = 𝑓(𝑉௧

ௌ) (15) 

𝑃௧
஽ = 𝑓(𝑉௧

஽) (16) 

𝑀𝐶𝑃௧ = 𝑃௧
ௌ = 𝑃௧

஽ (17) 

𝑃′௧
ௌ = 𝑓൫𝑉௧

ௌ + ∆𝑉௧
ௌ,௪௜௡ௗ൯ (18) 

𝑀𝐶𝑃′௧ = 𝑃′௧
ௌ = 𝑃௧

஽ (19) 

𝑀𝐶𝑃′௧ < 𝑀𝐶𝑃௧ (20) 
 

Although this approach has been used in previously published papers [46], [71], it has some 
major drawbacks related to market evolution and power system dynamics: 

- Buy (demand) curves are not updated, i.e. they stay the same for all levels of wind 
penetration.  

- The acquired market clearing price represents the system price. According to [72], the 
system price is an unconstrained market clearing reference price. It is calculated without 
any congestion restrictions by setting the transfer capacities to infinity. In reality, 
different zones will not achieve price convergence due to the limited transfer capacities.  

- Due to the lack of unit commitment and dispatch modelling, negative prices could not 
be obtained by using this approach.  

- The impact of ramping, starting and shut-down costs cannot be obtained by using this 
approach since the system dynamics are not taken into account.  

- The assumed running costs of wind production are equal to zero. However, there are 
small operation and maintenance costs.  

- Since this approach does not include hourly power dispatching and unit commitment, 
the impact on reversible hydro storage capacities could not be taken into account. 

From the drawbacks presented above, it can be concluded that the market clearing prices 
obtained by using this approach represent an idealized case. The major issue is the lack of 
dispatch and unit commitment modelling and neglecting the so-called cycling costs. These 
expenditures are related to starting, ramping and forced outage costs. It should be mentioned 
that the cycling costs mainly depend on the technology, as shown in [73]. The direct start costs 
can be in range from 5 EUR/MW for combined cycle natural gas turbines, up to 35 EUR/MW 
for nuclear power plants. Similarly, the ramping costs are equal to 0.5 EUR/MW for natural 
gas power supply units and 1.8 EUR/MW for coal power plants. In other words, the impact of 
wind and solar penetration on the cycling costs, greatly depends on the power supply 
technology mix. Paper [73] analysed the cycling cost for the German power system under the 
largescale integration of intermittent renewable energy sources, i.e. wind and solar. The cycling 
costs almost doubled (from 5 to 10 million EUR/week) for the wind and solar energy 
penetration increase from 0% to 50%. The largest contribution in the cost increase comes from 
the starting costs. Nevertheless, it should be noted that the total costs are reduced from 170 to 
80 million EUR/week for the wind and solar share equal to 50%. The share of the cycling costs 
in the total generation costs is kept relatively low but increases steadily from 3% up to 15% for 



a large penetration (50% share) of wind and solar. However, in this paper, the maximum wind 
share is much lower, equal to 21%.  

Since the approach used in this paper does not include the cycling costs, it can be expected that 
obtained average market prices in this paper are slightly underestimated.   



3. Case study 

This section presents the input data needed for market price modelling. Furthermore, it includes 
DH system parameters needed for carrying out optimization, such as hourly distributions and 
technology related parameters, prices, etc. Finally, the two scenarios developed for the purpose 
of the analysis are also presented.  

3.1. Input data 

The model developed for the purpose of this paper was tested on a numerical case study of a 
DH system. The input data used in the analysis can be divided in hourly distributions and 
single-value parameters. Several hourly distributions are needed, such as: heating and domestic 
hot water demand, outside air temperature, global solar irradiation, specific wind power 
production and finally, electricity market prices, which are calculated by using the method 
described in Section 2.   

Other district heating parameters, such as specific investment, fuel and O&M costs, the fuel 
emission factor, technology efficiencies, ramping limits, power-to-heat ratio for cogeneration 
and technical life time can be seen in Table 1 [74]. In Appendix, the hourly DH demand is 
shown.  

Table 1 Technology data 

Technology 

Investment 
costs 

[€/MW] / 
[€/m2] 

/[€/MWh] 

Fuel cost 
[€/MWh] 

Variable 
costs 

[€/MWh] 

Emission 
factor 

[tonnes of 
CO2/MWh] 

Efficiency/ 
storage loss 

[-] 

Ramp-
up/down 

[-] 

Technical 
lifetime 
[years] 

Power-
to-heat 
ratio 
[-] 

Natural gas 
boiler 

100,000 20 3 0.22 0.9 0.7 35 - 

Biomass boiler 800,000 15 5.4 0.04 0.8 0.3 25 - 
Electrical 

heater 
107,500 

Electricity 
market 

0.5 0.293 0.98 0.95 20 - 

Heat pump 680,000 
Electricity 

market 
0.5 0.293 

Hourly 
distribution 

0.95 20 - 

Cogeneration 
natural gas 

1,700,000 20 3.9 0.22 0.5 (thermal) 0.3 25 0.82 

Cogeneration 
biomass 

3,000,000 15 5 0.04 
0.6 

(thermal) 
0.3 20 0.55 

Solar thermal 300 €/m2 0 0.5 0 
Hourly 

distribution 
- 25 - 

Thermal 
storage, buffer 

3,000 €/MWh 0 0 0 
1% 

(loss) 
- 25 - 

Seasonal 
thermal 
storage 

500 €/MWh 0 0 0 
0.1% 
(loss) 

- 25 - 

 

To obtain the market clearing price, the demand and supply curves are needed for every hour 
of the year. They can be acquired by using publicly available Nord Pool bidding data [72]. For 
every hour of the year, the Nord Pool database publishes set of purchase and sell bids which 
enables the development of the bidding curves similar to the one shown in Figure 3. In order 
to acquire the market clearing price for the given hour, an intersection of the mentioned curves 



has to be found. This procedure is repeated for every hour of the year, thus providing the district 
heating model with 8,760 values. Of course, for the reference year, the hourly market price is 
already available.  

  

Figure 3 Nord Pool data example for a single hour [72] 

One of the objectives of this paper is to analyse how increased energy production affects 
electricity market prices. As already explained in Section 2, the method is based on adding 
zero-cost volumes in the supply bid curve to obtain the new market clearing price. However, 
for the analysis of additional wind energy production, the hourly data for wind is also needed. 
In this paper, the already existing Nord Pool historical wind production data for the reference 
year has been used in order to acquire the predefined total yearly wind energy production [72]. 
Figure 4 shows the relative wind production used in this paper in order to scale the reference 
one and obtain the predefined total yearly wind production shown in Table 2. The relative wind 
power was obtained by dividing the hourly wind production, obtained for the reference year 
2018 from the Nord Pool database, by the respected maximum wind production in the given 
year. In that case the value of 1 represents the maximum hourly wind production in that year, 
while the value zero represents no wind production. This hourly relative wind power 
distribution was used to obtain the hourly wind production for different levels of wind 
penetration as shown in Table 2, i.e. for 45, 60, 75 and 90 TWh of wind production. These 
values were then used to shift the historical Nord Pool supply curves and obtain the new 
(reduced) market clearing prices. 
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Figure 4 Relative wind production 

3.2. Scenario analysis 

For the purpose of this paper, two scenarios have been developed, as shown in Table 2. In 
Scenario 1 the power sector emission factor is taken as the historical value for Denmark, since 
it is assumed that it is the location of the numerical example of a new local district heating 
system. In the second scenario it is assumed that the power sector emission factor is equal to 
zero, i.e. power-to-heat units do not have CO2 emissions. This presents an ideal case where the 
power sector utilizes only renewable energy sources. Furthermore, by obtaining the results with 
this assumption, the ideal system, which is not bounded with power sector emissions, can be 
analysed. For both scenarios, five levels of wind penetration have been studied. The reference 
case presents the historical data for the year 2018, where wind energy production was equal to 
33 TWh. The electricity market prices have been recalculated for different levels of wind 
production penetration: 45, 60, 76, and finally, 90 TWh. The wind share is equal to 8% for the 
reference case and 11%, 14%, 18% and 21% for other wind penetrations, respectively. It is 
calculated with respect to total production for the year 2018.  

Table 2 Scenario description  

Scenario 
name 

Power sector 
emission factor 

[tonnes of 
CO2/MWh] 

Wind energy penetration 

Scenario 1 0.29 
Electricity market prices are recalculated by considering 
penetration of wind energy production: 

- 33 TWh of wind penetration – Reference case (wind 
share of 8%) 

- 45 TWh of wind penetration (wind share of 11%) 
- 60 TWh of wind penetration (wind share of 14%) 
- 75 TWh of wind penetration (wind share of 18%) 
- 90 TWh of wind penetration (wind share of 21%) 

Scenario 2 0 
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4.  Results and discussion 

Section 4 is divided into several parts. In Section 4.1, the market price reduction results are 
explained and analysed in more detail. In Section 4.2 and Section 4.3, the optimal heat pump 
capacities and the Pareto front shift for different levels of wind penetration are discussed for 
both scenarios. Finally, Section 4.4 provides a comparison of district heating supply system 
operation for different levels of wind penetration and district heating system CO2 emissions.  

4.1. Market price reduction  

As shown in Section 2, the integration of intermittent renewable energy sources reduces power 
market prices, due to their zero-marginal prices. This has also occurred in this study with the 
penetration of additional wind capacities in the Nord Pool market. The reference wind 
penetration was equal to 33 TWh, which presents an 8% share of the power production. Wind 
energy production was increased up to 90 TWh with the step equal to 15 TWh. Figure 5 shows 
the duration curves of hourly market prices for different levels of wind penetration. First of all, 
it can be noted that the peak market price drastically falls from 199 EUR/MWh for 33 TWh of 
wind production down to around 60 EUR/MWh for higher wind penetration levels. 
Furthermore, it is evident that the number of nearly-zero-price hours increases with wind 
penetration, as explained below.  

The peak market price for the reference wind penetration of 33 TWh is relatively high, equal 
to 199 EUR/MWh. Such high market clearing prices are probably caused by a non-predicted 
external event. The bidding curves for this specific hour are shown in Figure 3. It can be seen 
that the demand curve intersects costly (peaking) supply technologies, resulting in a high 
market clearing price. It can be also noted how a small shift of the supply curve to the right (by 
adding a low-cost technology such as wind) drastically reduces the market clearing price. This 
actually happened in this paper. Unfortunately, the nature of unpredicted events is not 
considered in this analysis. However, those events are already integrated in the historical 
bidding curves and are taken into account as such. 

 

Figure 5 Duration curve of hourly market price for different values of wind penetration 
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Figure 6 shows the average market price and the number of zero-price-hours for different levels 
of wind penetration. The average market price for reference wind penetration is equal to 
44 EUR/MWh. It decreases down to 22 EUR/MWh for wind penetration level of 90 TWh. It 
can be noted that the average market price does not fall linearly with a wind penetration 
increase but potentially reaches saturation. On the other hand, number of zero-price hours 
follows the trend of quadratic increase. The reference wind penetration has no zero-price hours, 
while for wind penetration of 90 TWh the number of zero-price hours reaches around 1,500. 
The possible reason behind this great number of zero-price hours is the following. In real 
markets, supply bids are not exactly 0 EUR/MWh. They are usually around this value, probably 
due to different operation and maintenance costs of the renewable energy source technology.  

 

Figure 6 Average market price and zero-price hours for different wind penetration values 

A more detailed comparison of power market prices is shown in Figure 7 and Figure 8. They 
show the hourly market price distributions for a winter and a summer week, respectively. First 
of all, it should be noted that the summer week obtains more zero-price hours than the winter 
period. The peak market prices do not differ greatly for different levels of penetration, but on 
the other hand the market price drops significantly in the periods of lower reference prices, i.e. 
when there is wind production.  

 

Figure 7 Market prices comparison for different wind penetration values – winter week 
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Figure 8 Market prices comparison for different wind penetration values – summer week 
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4.2. Optimal heat pump parameters – Scenario 1  

As already mentioned in Section 2, the result of multi-objective optimization is not a single 
value but a whole set of them which lie on the so-called Pareto front. Figure 9 shows the Pareto 
front for Scenario 1, where the assumed power sector emission factor is equal to 0.29 
tonnes/MWh. It is important to mention that the most environmentally friendly solution is not 
shown in this figure since it is off-scale, i.e. it reaches high total costs and is not of interest in 
this analysis. As explained in Section2, the Pareto front is constructed by using the epsilon 
constraint method, i.e. by obtaining a definite number of points which lie on the Pareto front. 
It can be seen that the epsilon constraints are equal to 6,000, 5,000 and 3,000 tonnes of CO2 
emissions. On the other hand, the most-left solutions present the most economically feasible 
solutions, which also emit the highest amount of CO2. It can be noted that the penetration of 
wind production shifts the Pareto front to the region of lower emissions and lowers the total 
costs due to the increased utilization of heat pumps as can be seen in Figure 10.  

Pareto fronts can also represent the savings in total costs and CO2 emissions. The reference 
case includes reference power market prices with reference wind penetration. However, with 
additional wind production, lower market clearing prices are obtained and heat pumps become 
a more economically viable solution. Savings in this case refer to CO2 emissions and system 
cost reductions. These savings in Scenario 1 are the most visible in Pareto front shifts in Figure 
9. For the same levels of CO2 emissions, the system cost reduction is obtained. In Scenario 1, 
the maximum cost reduction is around 70,000 EUR for a CO2 emission level equal to 6,000 
tonnes.  

 

Figure 9 Pareto front shift for different wind penetration values – Scenario 1 

Figure 10 shows optimal heat pump capacities for different levels of wind penetration and CO2 
emissions values. The trend is obvious: the increase of wind penetration allows larger heat 
pump capacities from the economical point of view. It should be noted that for reference wind 
penetration of 33 TWh, a heat pump is not part of the optimal solution for any CO2 emission 
value. The highest heat pump capacity increase is evident for CO2 emissions equal to 5,000 
and 6,000 tonnes. For these values, the optimal heat capacity reaches around 4 MW for wind 
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penetration of 90 TWh. For lower CO2 emissions, the optimal heat pump capacity is reduced 
due to the power sector emission factor, and more environmentally friendly technologies are 
used, such as solar thermal collectors or biomass boilers.  

A similar trend can also be observed in Figure 11, which shows the optimal heat pump 
production, i.e. the thermal energy produced by using a heat pump. It can be noted that the 
resulting load factor is always around 0.6 as seen in Figure 12. It is to be expected that lower 
market prices will allow more frequent operation of power-to-heat units, especially during the 
night and during periods of low or even zero-price hours. In order to successfully achieve this, 
thermal storage is needed. In this paper, we have analysed the impact of a wind penetration 
increase on the optimal thermal storage size of a local district heating system. This trend is 
shown in Figure 13. As expected, lower power market prices cause an increase in thermal 
storage size used for heat pump utilization, especially during night periods, as shown in Section 
4.4 in more detail.  

 

Figure 10 Optimal heat pump capacities – Scenario 1 

 

Figure 11 Optimal heat pump thermal energy production – Scenario 1 
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Figure 12 Resulting heat pump load factor – Scenario 1 

 

Figure 13 Optimal thermal storage capacity – Scenario 1 

4.3. Optimal heat pump parameters – Scenario 2 
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diverging when they approach the region of lower CO2 emissions. The reason behind this is 
that the power sector emissions are equal to zero, which allows for the utilization of heat pumps, 
thus reducing the overall price and CO2 emissions.    
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Figure 14 Pareto front shift for different wind penetration values – Scenario 2 

Figure 15 shows the optimal heat pump capacities for Scenario 2. When compared with 
Scenario 1, this scenario also includes a heat pump as the optimal solution for the reference 
wind penetration of 33 TWh. Furthermore, the heat pump capacities increase as we approach 
the most environmentally friendly solution. The steepest trend is obtained for the least costly 
solution, which have the highest CO2 emissions.  

 

Figure 15 Optimal heat pump capacities – Scenario 2 

Figure 16 shows the optimal heat pump production and has a similar trend as shown in Figure 
12. As in Scenario 1, the load factor is also relatively high, around 0.6, as seen in Figure 17. 
Figure 18 shows the optimal thermal storage capacity for different wind energy penetration for 
Scenario 2. The steepest trend is acquired for the lowest observed CO2 emissions, reaching up 
to 37 MWh.  
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Figure 16 Optimal heat pump thermal energy production – Scenario 2 

 

Figure 17 Resulting heat pump load factor - Scenario 2 

 

Figure 18 Optimal thermal storage capacity – Scenario 2  
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4.4. District heating system operation comparison  

This section shows a detailed comparison of optimal district heating supply system operation 
for different levels of wind production penetration and CO2 emissions. In order to analyse the 
impact of heating load seasonality, the hourly operation for winter and summer week is shown.  

4.4.1. The least-cost/maximum CO2 emissions solution 

Figure 19 shows the DH system operation for a winter week of the least-cost solution for the 
wind penetration of 45 TWh and 60 TWh of wind. It can be seen that the heat pump operates 
in the same manner for both levels of wind energy penetration – at full load for a whole week, 
while charging the thermal storage during the night. The small difference can be seen when 
analysing the operation of the thermal storage. During night period, thermal storage is more 
charged for 60 TWh of wind penetration than with 45 TWh, due to the higher heat pump 
capacity and its utilization.  

 

 

 

Figure 19 District heating system operation comparison for different levels of wind 
penetration for winter week – the least-cost solution 
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The difference in operation between the 45 TWh and the 60 TWh wind penetration is more 
obvious during summertime when the load is much smaller, only up to 1 MW. A smaller heat 
pump, obtained for lower wind penetration, can operate through the whole week, while a larger 
heat pump, obtained for higher wind penetration, will be much more dependent on the market 
price, i.e. during some hours, it will be able to shut down. Furthermore, the strategy of thermal 
storage charging is different when wind penetration is increased.  

 

 

 

 

Figure 20 District heating system operation comparison for different levels of wind 
penetration for a summer week – the least-cost solution 
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4.4.2. Pareto optimal solution – 5,000 tonnes of CO2 emissions solution 

Figure 21 shows the optimal DH system operation for CO2 emissions value of 5,000 tonnes. 
When compared to the least-cost solution it can be noted that a biomass boiler is also part of 
the optimal solution. Once again, the differences are not that obvious, but it can be seen that 
the state-of-charge of the thermal storage for 60 TWh of wind penetration is a little higher 
during the night period due to the higher optimal capacity of the heat pump.  

 

 

 

Figure 21 District heating system operation comparison for different levels of wind 
penetration for a winter week – the Pareto solution with 5,000 tonnes of CO2 emissions 
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Figure 22 shows a comparison of DH system operation for the CO2 emissions value of 5,000 
tonnes for two different wind penetrations. The differences between operational strategies are 
more evident during the summertime than during a winter week. This could especially be seen 
in the thermal storage operation. For higher wind penetration the thermal storage is more 
utilized than for 45 TWh of wind production penetration.  

 

 

 

 

Figure 22 District heating system operation comparison for different levels of wind 
penetration for a summer week – the Pareto solution with 5,000 tonnes of CO2 emissions 
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5. Conclusion  

In this paper, an analysis of optimal heat pump capacities was performed with regard to the 
penetration of variable renewable energy sources. A multi-objective optimization model was 
used in order to acquire the optimal configuration of the district heating supply system and its 
operation. In order to evaluate the impact of wind production penetration on the optimal heat 
pump capacities, the electricity market clearing price was modelled by using publicly available 
Nord Pool market bidding data. The correlation between the increased wind energy production 
and the market price was obtained. Two scenarios were developed. In the first one, the power 
sector emission factor was equal to the historical one, while in the second scenario the power 
sector emission factor was reduced to zero. The obtained results show that increase of wind 
capacities enables higher capacities and thermal production of heat pumps. In Scenario 1, this 
was accomplished only for wind production higher than 33 TWh. However, in Scenario 2, heat 
pumps are part of the optimal solution for all studied electricity market prices. Furthermore, it 
was shown that the thermal storage capacity also increases with wind penetration.  
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Appendix  

A district heating model is shown in Figure A.1. The scheme visualizes different supply 
technology types and their interconnections, including short-term and long-term thermal 
energy storage. Furthermore, Figure A.1 displays the optimization variables: the supply 
capacities 𝑃௜, i.e. thermal storage size 𝑇𝐸𝑆௦௜௭௘, and the hourly operation of the system 𝑄௧, i.e. 
the thermal storage charge and discharge 𝑇𝐸𝑆௜௡ି௢௨ . All technologies must cover the district 
heating demand 𝐷𝐸𝑀௧. Finally, the connection with the hourly electricity market can be noted. 
Power-to-heat technologies (heat pump and electrical heater) buy electricity and cogeneration 
units sell it on the hourly market. The hourly electricity market clearing price is marked 
with 𝑀𝐶𝑃௧. 

 

Figure A.1 District heating model 

The district heating load used in this paper is shown in Figure A.1. It is constituted of the 
domestic hot water and space heating demand with a strong seasonal effect. The maximum 
demand is equal to 20 MW. 



 

Figure A.2 District heating load  
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